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We present a model for velocity fluctuations of dilute sedimenting spheres at low
Reynolds number. The central idea is that a vertical stratification causes the fluctu-
ations to decrease below those of an independent uniform distribution of particles,
such a stratification naturally occurring from the broadening of the sedimentation
front. We use numerical simulations, scaling arguments, structure factor calculations,
and experiments to show that there is a critical stratification above which the
characteristics of the density and velocity fluctuations change significantly. For
thin cells, the broadening of the sediment front (and the resulting stratification) is
small, so the velocity fluctuations are predicted by independent-Poisson-distribution
estimates. In very thick cells, the stratification is significant, leading to persistent
decay of the velocity fluctuations for the duration of the experiment. Estimated
stratifications quantitatively agree with the simulations, and indicate the likelihood
that previous experimental measurements were also affected by stratification. The
velocity fluctuations in sedimentation are therefore not universal but instead depend
on both the cell shape and developing stratification.

1. Introduction
A general sedimentation process consists of a collection of heavy particles falling

under their own weight through a fluid. In the absence of appreciable inertia, each
particle quickly achieves its terminal velocity downward relative to the local fluid
velocity – that is, the particles are instantaneously in a state where hydrodynamic
drag cancels the external gravitational body force. In general, this is a complicated
many-body interaction (see descriptions in, e.g. Mazur & van Saarloos 1982; Brady
& Bossis 1988; Ladd 1990). In the slow-settling limit, particle interactions are long
ranged: in a spatially infinite system at zero Reynolds number the velocity produced
by the motion of a single particle decays like r−1, where r is the distance from the
particle. The motion of each particle is therefore influenced by all of the others.

The average rate of settling and its dependence on particle concentration has
been throughly studied (e.g. Kermack, M’Kendrick & Ponder 1929; Batchelor 1972;
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Davis & Acrivos 1985). However, the long-ranged hydrodynamic interactions cause
individual particles to significantly fluctuate about the mean. Despite substantial
effort, there is still widespread discord and debate about what sets the size of these
fluctuations (e.g. Hinch 1988; Segrè, Herbolzheimer & Chaikin 1997; Brenner 1999;
Segrè et al. 2001; Ramaswamy 2001, and references therein).

The difficulty in predicting the velocity fluctuations was first brought out by
Caflisch & Luke (1985), who demonstrated that a dilute independent distribution of
sedimenting particles results in velocity fluctuations 〈�V 2〉 that scale linearly with
the size L of the container holding the suspension: 〈�V 2〉 ∼ V 2

0 φL/a, where V0 is the
terminal Stokes velocity of a particle of radius a, and φ is the particulate volume
fraction. This result is in stark contrast with most common diffusive processes, in that
it implies that the hydrodynamically induced particle diffusivity is not a purely local
quantity. Rather, the effective diffusivity here would be determined by a product of
�V with a correlation length, also set by L in this argument, and would thus increase
with the size of the vessel.

Since Caflisch & Luke pointed this out, the velocity fluctuations of dilute
sedimenting spheres have been addressed by numerous authors, theoretically (Koch
& Shaqfeh 1991; Levine et al. 1998), experimentally (Ham & Homsy 1988; Xue et al.
1992; Nicolai & Guazzelli 1995; Nicolai et al. 1995; Segrè et al. 1997; Cowan, Page
& Weitz 2000; Guazzelli 2001; Lei, Ackerson & Tong 2001), and numerically (Koch
1994; Ladd 1993, 1996, 1997; Schwarzer et al. 1999; Kuusela & Ala-Nissila 2001).
Generally speaking, the experimental, theoretical and numerical studies completely
disagree with each other. Whereas experiments have generally identified fluctuations
that are independent of system size, numerical simulations have typically observed
Caflisch & Luke’s dependence on system size. It has been argued, however, that
simulations are deficient in not tracking sufficiently many particles to capture the
proposed saturation (as interpreted from the plot of the Ladd 1996, 1997 simulation
data in Segrè et al. 1997). A provocative set of recent experiments by Segrè et al. (1997)
argued that not only are the velocity fluctuations independent of system size, but the
correlation length � is universal in terms of the interparticle spacing, � ∼ aφ−1/3. This
modifies the fluctuation scaling to 〈�V 〉 ∼ V0φ

1/3, independent of cell size (Hinch
1988; Segrè et al. 1997). Meanwhile, no theoretical mechanism linking the scale of
the fluctuations to the interparticle spacing has been clearly identified.

Recent theoretical work has examined the assumptions of the Caflisch &
Luke argument, in an effort to uncover the discrepancy between simulations and
experiments. Brenner (1999) studied the effect of sidewalls on the hydrodynamics
and argued that the fluctuations from a uniform particle distribution between two
sidewalls does not differ substantially from the experimental measurements. Luke
(2000) studied the effect of stable stratifications of the particle density, and argued
that a constant stratification causes the fluctuations to decay continuously in time.
Meanwhile, recent numerical simulations by Ladd (2002) demonstrated conditions
under which velocity fluctuations could decay below the system-size scaling. However,
none of the theoretical or numerical investigations to date has been able to provide
a description in quantitative agreement with the experiments.

This paper proposes a model for the velocity fluctuations in sedimentation, which
may provide a consistent resolution to this problem. Using a combination of numerical
simulations, physical scaling arguments, theoretical calculations, and experimental
observations, we argue that the velocity fluctuations in a dilute sedimenting suspension
are determined by a combination of two different physical mechanisms. First, number-
density fluctuations driven by Poisson statistics create velocity fluctuations on the
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scale of the small cell dimension. Second, the fluctuations are extremely sensitive
to the presence of a tiny vertical stratification. Stratification naturally appears in
sedimentation experiments, for multiple reasons: (i) the spreading of the sediment
front, driven by the velocity fluctuations themselves and by polydispersity; and (ii) the
particle distribution after mixing might contain small stratifications. Even though
measurements are typically taken when the sediment front is far from the imaging
window, we will demonstrate that for sufficiently large containers, the stratification in
the imaging window is enough to change the character of the velocity fluctuations.

The organization of this paper is as follows. In § 2, we calculate the velocity fluctu-
ations for independent, uniform particle distributions, accounting for the hydro-
dynamic effect of sidewalls. We derive explicit formulae for the spatial dependence
of the fluctuations across high-aspect-ratio cells, and we numerically calculate the
scaling coefficients for square cells. Section 3 tests these predictions against dilute-
limit simulations of up to 4 096 000 particles, developed according to the formulae
of Appendix A, demonstrating that the Poisson distribution is dynamically stable
in vertically homogeneous systems. The Poisson calculations also accurately predict
the spatial dependence of the fluctuations, the scaling of the mean-squared relative
displacements, and the temporal fluctuations of the fluctuations (Appendix B).
Section 4 compares these results to dilute experiments. The Poisson predictions re-
produce most experimental measurements within a factor of two; however, there are
serious systematic discrepancies between the Poisson predictions and the experiments,
notably a different volume fraction dependence than found by Segrè et al. (1997),
and also the absence of any time dependence in the predictions of the fluctuations as
observed experimentally by Tee et al. (2002). Section 5 presents a resolution of these
discrepancies in terms of the effects of a particle density stratification. Our simulations
indicate that a very small stable vertical stratification changes the velocity fluctuations,
in agreement with both a physical argument (§ 5.1) and a theoretical calculation of
the structure factor (§ 5.2). We then demonstrate (§ 5.3) that experiments can be
affected by such a stratification; in our simulations this stratification arises from
the broadening of the sediment front, which increases with the small cell dimension
because the initial Poisson-predicted velocity fluctuations increase. Additionally, the
critical stratification necessary to change the characteristics of the velocity fluctuations
decreases on increasing the small dimension. The model for fluctuations in the presence
of stratification, combined with an estimate of the front broadening, indicates that
many dilute experiments reported to date may have been affected by stratification.
In total, these results suggest a resolution of the apparent disagreements between
simulations and experiments measuring the velocity fluctuations.

2. Independent uniform particle distributions
We first consider the simplest prediction for the velocity variance: that where

the particles are independently and uniformly distributed. This calculation provides
an important benchmark for evaluating the results of simulations and experiments.
Consider N identical spherical particles independently Poisson distributed in a d ×
w × h cell with number density n= N/(dwh). The velocity fluctuations at a position
r are then given by 〈

�V 2
α

〉
(r) = n

∫
dr0 [uα(r, r0)]

2, (2.1)
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where uα(r, r0) represents the α-component of the velocity at position r produced by
a particle at position r0 (assumed to be mean zero).

Caflisch & Luke (1985) evaluated this integral in the infinite system limit, where
uα ∼ aV0/|r − r0|, so that the integral in (2.1) diverges unless cut off at the system size,
L, implying that the fluctuations diverge with this length. However, in a finite cell,
the integral converges, and thus provides a quantitative estimate for the size of the
velocity fluctuations. In particular, if a screening mechanism exists, as suggested by
previous experiments, the velocity fluctuations should be below the value predicted
by (2.1).

In a finite cell, the velocity fluctuations are cut off at a scale set by the thinnest
dimension of the cell (Brenner 1999). If d is the thinnest dimension of a d × w × h

cell, then uα ∼ adV0/|r − r0|2 for |r − r0| � d , so that �Vα ∼ V0a
√

nd ∼ V0

√
φd/a for

d � w, h. Breaking the integral in (2.1) into near-field |r − r0| � d and far-field
|r − r0| � d parts, the near-field contribution scales like

∼ n(aV0)
2

∫ d

0

r2 dr [1/r]2 ∼ nd(aV0)
2 ∼ V 2

0 φd/a,

while the far field contributes with the same scaling,

nd2(aV0)
2

∫ ∞

d

(rd) dr [1/r2]2 ∼ nd(aV0)
2 ∼ V 2

0 φd/a.

Hence, the velocity fluctuations �Vα(r) are given by

�Vα(r) = Cα(r) V0

√
φd/a. (2.2)

To compare with experiments, we need a quantitative calculation of the prefactor
Cα(r) of this scaling law, requiring averaging the velocity field produced by particles
distributed uniformly in the cell. Here we evaluate Cα(r) in the high-aspect-ratio
limit, when the depth d � w, h. This limit applies to many experiments and is
computationally the most tractable.

To evaluate this integral, we developed a representation for the velocity field
generated by a source particle between two walls, in the point-force limit where
that particle is much smaller than distances to the sidewalls. This velocity field was
previously calculated by Liron & Mochon (1976); however, their formulae are in
the form of slowly converging infinite sums and integrals, and thus could not be
efficiently applied to the calculation at hand. Instead, we developed a solution to the
alternative problem of no-slip boundary conditions at a pair of parallel sidewalls,
with periodic boundary conditions in the other two directions, via a two-dimensional
Fourier series expansion. For the dependence perpendicular to the sidewalls (the
x-direction) it is necessary to solve a set of ordinary differential equations. Analytical
forms for the solutions to these equations are described in Appendix A. In addition,
the velocity field incorporated the backflow that each particle produces, by requiring
that the mean volume flux of the velocity field across the thinnest cell dimension
vanishes (exactly realizing the no-net-flux constraint imposed for calculating the mean
velocity by Kermack et al. 1929 and Batchelor 1972; indeed, the average velocities
in simulations agree with the dilute-limit pair distribution function dependence
developed by Batchelor, as applied to these Fourier-truncated point particles).

With this no-slip-sidewalls velocity field we calculate the integral in (2.1) semi-
analytically: the contribution from each two-dimensional wavevector is determined in
closed form, and the remaining two-dimensional summation is evaluated numerically,
truncating the two-dimensional Fourier series with Nk modes in each direction,
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Richardson extrapolation yielding results in the Nk → ∞ infinite truncation limit. For a
uniform particle density, the velocity field statistics are homogeneous in the vertical (z)
and the long periodic horizontal (y) directions, but not in the direction perpendicular
to the sidewalls (x). The velocity variance thus maintains spatial dependence on this
last direction, 〈�V 2〉(x). We find that for x measured from the midplane between the
pair of sidewalls, the prefactors are approximated well by quartic polynomials:

Cx
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√
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(2.3)

These formulae apply to high-aspect-ratio cells; other sedimentation experiments
have been performed in square d × d × h cells, d <h (e.g. Guazzelli 2001). For
comparison, we also numerically computed the integral (2.1) for such square
cells. (Forced Stokes solutions were calculated on equispaced finite-difference
and on pseudospectral Chebyshev grids of varying resolutions and integrated as
for (2.1), results varying little for h � 2d .) At the centre of the cell, we find
Cα

.
= (0.28, 0.28, 0.61); additionally, the root-mean-squared fluctuations, averaging the

velocity variance over the full cell, are given by the coefficients Cα
.
= (0.19, 0.19, 0.48).

The prefactors for the velocity fluctuations in a square cell are thus slightly lower
than those in a high-aspect-ratio cell.

We remark that for both square cells and the long horizontal direction in high-
aspect-ratio cells, the ratio of the vertical velocity fluctuations to the horizontal
fluctuations is approximately 2. In the short horizontal direction of d � w, h cells, the
velocity fluctuations are approximately 1/3 of the vertical fluctuations.

3. Simulations of vertically homogeneous sedimentation
The above calculations give quantitative predictions for the velocity fluctuations

which hold as long as (a) the dilute assumption applies and (b) the independent
uniform distribution is dynamically stable. The principal dilute assumption is that
point particles accurately capture the essential interparticle interactions in the low-
volume-fraction limit; technically the formulae are asymptotically correct to O(a/d)
and O(φ). Since the ratio a/d ∼ 10−2 in typical experiments, the dilute assumption
is accurate as long as particles remain uniformly distributed on the scale of a few
interparticle separations.

To test whether the particles remain independently distributed, we performed
simulations of interacting particles in a dilute suspension sedimenting between two
parallel no-slip vertical sidewalls separated by a length d , using the velocity fields
described in Appendix A. The d ×w×h computational cells are periodic in the w- and
h-directions. Simulations were performed with up to 4 096 000 particles, cell depths
d of up to 80 mean interparticle spacings separating the two sidewalls, and Fourier
truncations at Nk × Nk modes with Nk up to 127. The effect of the Fourier truncation
is to smooth the spatial extent of the force due to a particle, while maintaining the
no-slip conditions on the sidewalls. Our algorithm allows us to carry out simulations
over many characteristic times of the particle motion, where single particle motion
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transitions from ballistic to diffusive behaviour in the long cell directions. Such large
calculations are possible because the fluid velocity field, including sidewall effects, is
calculated in O(N 2

k N log N ) operations for N particles and Fourier truncations set by
Nk . Details are described in Appendix A.

Requiring resolution of all flows down to the interparticle scale would set
Nk ∼ O(N 1/3) and the resulting algorithm then takes O(N 5/3 log N ) operations.
However, since the dominant contributions to the particle velocity fluctuations
come from large-scale density fluctuations and fluid motions, one may hope to
obtain reasonable agreement with observations by including only a fixed number
of Nk modes, set by a desired spatial resolution relative to the cell dimensions,
not the interparticle spacing. The long-range nature of the point-force flows yields
the Caflisch–Luke scaling, the short-range interparticle detail only influencing the
coefficients; indeed, the Cα(r) coefficients contain the entire Nk dependence in the
Poisson prediction (2.2), (the result quoted in (2.3) coming from the Nk → ∞ limit,
as noted there) whereas the effect of the number of particles N appears only in the
volume fraction. As visual evidence that even seemingly crude Fourier truncations
yield plausible results, figure 1 shows instantaneous particle positions and velocities
in a thin slice around the midplane parallel to the walls, for a doubly periodic (in
y and z) sidewall (in x) simulation of N =256 000 particles in a 16d =w = h cell, at
Nk = 15. The upper figure spans the full cell in y and z; the lower figure focuses in
on a smaller region, with both dimensions equal to 4d . In-plane velocities (relative
to the downward mean) are indicated by black arrows; velocities perpendicular to
the image plane are coloured red (in) to blue (out). Swirls and colour patches are
evident, with correlation lengths observably on the scale of the interwall separation,
d . Despite the coarse, small-Nk truncation of the hydrodynamic interactions in this
simulation, effectively smoothing out the point forces over scales comparable to the
thin cell dimension d , the essential long-range properties yield visual details of these
swirls that are qualitatively similar to those observed experimentally (as in, e.g. Segrè
et al. 1997). Again, this is not surprising because the long-range natures of the Fourier
truncations and true point forces are the same.

The velocity fluctuations in these simulations are accurately predicted by the Poisson
estimate. Figure 2 shows variances of each velocity component versus time from a
simulation of N =64 000 particles initially positioned by random sequential addition
with a large exclusion radius. After an initial transient due to the non-independent
initial condition, the fluctuations oscillate about constant values which are predicted
(the dashed lines) extremely well by the calculations following from (2.1).†

In the units used in figure 2, the time scale d/�Vz is just slightly larger than
unity, with the initial transient surviving for a few d/�Vz. The relaxation of
initial non-Poisson transients to Poisson-predicted velocity fluctuations in similar
simulations is consistent with a d/�V time scale. The initially non-independent
particle distributions obtained by random sequential addition with exclusion radii are
more ordered than Poisson distributions, with smaller density fluctuations and hence
smaller initial velocity fluctuations, but the large number of interacting particles
statistically randomizes the distribution, generating new density fluctuations and
driving the distribution to Poisson on a time scale ∼ d/�V . This process continues in

† We remark that since the simulation velocity fields are truncated at Nk × Nk Fourier modes,
it is also necessary to compare these results with the same truncation for the independent Poisson
distribution prediction. This is a technical comment that is an artifact of the way we are doing the
numerical calculations, having no bearing on results in the Nk → ∞ limit.
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Figure 1. Instantaneous particle positions and velocities (relative to the mean) from a
simulation of N = 256 000 particles in a 16d = w =h cell with sidewalls separated by the short,
out-of-plane dimension and periodic (Nk = 15) in the other two dimensions. In-plane velocities
(relative to the mean) are indicated by arrows. Out-of-plane velocities are colour-coded from
red (into) to blue (out of). The top image spans the periodic dimensions, imaging particles
near the midplane between the sidewalls; in-plane and out-of-plane velocities both appear to
be correlated on the scale of the interplane separation. The bottom image is a close-up of a
few swirls, with a wider depth of focus around the midplane.
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Figure 2. Comparison of the Poisson estimates with velocity fluctuations in the x- (×), y-
(�), and z- (�) directions observed in an N = 64 000 simulation in a 4 × 64 × 64 side-wall cell
at Nk =15, with initial condition generated by random sequential addition with an exclusion
radius, i.e. initial particle positions are not initially independent, with smaller density and
velocity fluctuations than a Poisson distribution. After an initial transient of time scale ∼ d/�V ,
the depth-averaged velocity variances oscillate about a steady-state average that is in good
agreement with the independent uniform Poisson position estimates at the same truncation
(dashed lines).

the statistically steady Poisson state, where the generation of density fluctuations and
their decorrelating destruction occur on the same time scale ∼ d/�V .

The identification of the Poisson particle distribution as the statistically steady state
of the simulations is not limited to the measurement of average velocity fluctuations.
A number of other observations from these simulations are accurately captured
by the independent Poisson distribution, including (as discussed in Appendix B):
(i) spatial dependence of the velocity fluctuations on the interwall coordinate, x;
(ii) the scaling of the mean-squared relative particle displacements; and (iii) the
higher-order velocity statistics and the size of the temporal fluctuations around the
steady-state variance values. Furthermore, attempts to directly measure the particle
distributions in simulations in terms of an isotropic pair distribution function indicated
relaxation to independent Poisson statistics after the initial transient from an initially
non-Poisson distribution.

The cell sizes considered in our doubly periodic-sidewall simulations significantly
exceed the conjectured universal length scale of 10–20 mean interparticle spacings,
simulations with d up to 80 mean interparticle spacings remaining in agreement
with the Poisson estimates, providing no evidence of saturation above the proposed
‘universal’ scale. We have also performed dilute simulations in cells with triply periodic
boundary conditions (similar to Koch 1994), with up to O(106) particles, with no
evidence of deviation from the Caflisch & Luke (1985) scaling. It should be noted
that the homogeneity of sedimentation in a triply periodic cell, the pairwise form
of the dilute-limit interactions, and the nature of the Stokeslet singularity together
ensure the applicability of a theorem due to Pulvirenti (1996) which requires that, in
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Figure 3. Comparison of midplane side-wall Poisson estimate (2.2) with experimental results
from figure 3 of Segrè et al. (1997). Averaging velocity variances over the middle half of the
interplane separation reduces the theoretical estimates (2.3) only mildly, by a factor of 0.95 for
�Vy , and a factor of 0.967 for �Vz.

the N → ∞ limit, particle positions initially selected from a smooth distribution relax
over time to an independent product measure – in this case, an independent Poisson
distribution. The horizontal inhomogeneities induced by the presence of sidewalls in
our simulations do not appear to change the independent positions outcome of this
relaxation process.

4. Comparison with experiments
The above calculations imply that the velocity fluctuations are determined by the

small cell dimension and depend on volume fraction through �Vα =CαV0

√
φd/a.

In contrast, experiments have concluded that velocity fluctuations in large cells
are ‘universal’ with velocity fluctuations that depend on volume fraction through
�V ∼ V0φ

1/3. Clearly our results disagree with these conclusions.
Figure 3 shows a comparison between the quantitative predictions (no free

parameters) of the Poisson estimate in the midplane between the sidewalls (2.2),
(2.3) and the experiments of Segrè et al. (1997). Averaging the predictions over the
middle half of the cell, as indicated for some of the Segrè et al. (1997) data, only
decreases the prediction as obtained from (2.3) slightly. The calculations agree with
the data quite well at the lowest volume fractions, whereas the measurements deviate
from the predictions at higher volume fractions. The discrepancy in �V is a factor
of 2 at φ =3%, and a factor of 3 at φ = 5%. Similar discrepancies arise when
comparing the square-cell Poisson prediction with the measurements of Nicolai &
Guazzelli (1995) and Nicolai et al. (1995). At the same time, the Poisson predicted
ratio �Vz/�Vy

.
= 2.14 in the midplane is in good agreement with the measurements

(≈ 2, Segrè et al. 1997) over the entire range of volume fractions. The predicted
ratio �Vz/�Vy

.
= 3.14 in the midplane was not measured by Segrè et al. (1997), but

experiments of Tee et al. (2002) show good agreement (≈ 3).
An even more dramatic discrepancy arises in experiments of Tee et al. (2002), who

demonstrate that for ‘thick’ enough cells, the velocity fluctuations in a measurement
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Figure 4. Particle image velocimetry (PIV) measurements of �Vz in various experiments (see
also Tee et al. 2002). The sedimenting particles are in a state of low Reynolds number and
high Péclet number, and the cell is immersed in a stirred water bath at a temperature of
T = 22.0 ± 0.1 ◦C. Initial particle distributions are prepared by vigorously shaking the cell,
or by stirring with a rotating blade. The measurements are taken in a window of width
comparable to d , centred at z ≈ h/3 from the bottom of the cell. (a) �Vz/V0 vs. t in Stokes
times; (b) decaying �Vz relative to the Poisson prediction (2.1) vs. t in sedimentation times
h/Vsed. Experimental data labelled by volume fraction φ and cell dimensions d/a ×w/a ×h/a:
�, 0.4% 189×2830×11 300; �, 1.0% 226×2260×5280; +, 1.0% 226×2260×10 600; ×, 1.0%
755 × 1890 × 10 600; �, 0.1% 113 × 1890 × 10 600. The particle radius is a = 26.5 ± 1.8 µm.

window do not reach steady state, but decay over the entire time of the experiments.
By contrast, fluctuations in ‘thin’ cells appear to decay to a constant value after an
initial transient. These behaviours are shown in figure 4 (see also Tee et al. 2002).

Under no circumstances do the vertically homogeneous simulations described above
yield such persistent decay of the fluctuations. The transient visible in figure 2 when
the particle distribution adjusts from a non-independent initial distribution to an
independent distribution occurs on a short time scale and does not persist after
the Poisson distribution is obtained. These discrepancies are substantial enough to
suggest that there is another effect in the experiments that goes beyond the physics
heretofore included in the simulations. We thus considered a number of additional
effects, including:

(a) Corrections to the particle velocity, including higher-order hydrodynamic
corrections, as well as the dependence of the particle mobility on the distance to the
wall, due to wall drag. Neither of these had an appreciable effect on the fluctuations.

(b) Shearing the walls of the system and introducing arbitrary vz(x) flows to the
particle motion, in an attempt to influence the mixing properties of the suspension.
Neither had any effect on the velocity fluctuations around the resulting averages.

(c) Including the effect of finite polydispersity of the particle distributions. For the
magnitude of polydispersity that exists in the experiments this does not affect the
velocity fluctuations in vertically periodic simulations, other than the quantitatively
predictable increase in the variance due to the range of particle falling velocities.

(d) The hydrodynamic effect of the bottom of the cell. Since the particles in the
imaging window are far from the bottom in units of the cell depth this is not
important, the contribution to the variance of the hydrodynamics decaying quickly
beyond the distance of the cell depth, d .

(e) The effect of small cell tilt, i.e. the Boycott (1920) effect. Although the Boycott
effect significantly influences the velocity fields and fluctuations for cell tilts of more
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than a few degrees, as observed upon appropriately modifying our simulations, the
experiments are below this limit. We tested for the Boycott effect experimentally by
measuring the velocity fluctuations as a function of small tilt angles and there is no
significant effect for tilt angles of order a degree.

(f ) The effect of temperature gradients across the sample cell. A very small
temperature gradient across the cell depth (a few mK) can cause buoyancy fluctuations
which compete with the velocity fluctuations, since the buoyancy forces from
temperature gradients across a region of the cell scale like the volume of the
region, whereas the velocity fluctuations scale like the square root of the volume.
However, most experiments for velocity fluctuations are performed in stirred tanks,
with temperature differences that are unlikely to be important.

The crucial observation to explain the discrepancy was suggested to us by the
initial velocity fluctuations. When �Vinitial � V0 the fluctuations remain in steady
state, whereas persistent decay occurs typically when �Vinitial � V0. We compare the
importance of V0 as an independent physical parameter here with the pairwise dilute
point-force interactions, e.g. as in (4.1) below, wherein V0 appears in the product
f/η ∼ aV0 and as a constant shift −V0ẑ. In a vertically homogeneous environment,
however, such as with vertically periodic boundary conditions or far from boundaries
in a purportedly homogeneous bulk, the constant contribution is trivially removed by
a Galilean shift, implying that V0 should then only appear in the product aV0. The
observation that the single particle sedimentation velocity V0 enters into the problem
independently here thus indicates that the vertical homogeneity has been broken and
is affecting the dynamics.

We therefore carried out a set of vertically inhomogeneous simulations for various
initial values of �V/V0. To break the vertical symmetry we added top and bottom
surfaces to the cell. As argued above, the hydrodynamic effects of these surfaces are
relatively unimportant, decaying rapidly on distances larger than d; their lowest-order
hydrodynamic effects can be captured simply by images (Blake 1971). Their more
important roles here are as impenetrable barriers restricting particle motion, building
up the particle population at the bottom and allowing the sediment front to broaden
as it falls. The simulations compute the velocity of each particle as

dr i

dt
= −V0ẑ +

∑
j �=i

f

η
U(r i , rj ), (4.1)

where f is the magnitude of the external force on a particle, η the fluid viscosity
and U(r i , rj ) is the velocity produced at r i by a unit downward force located at rj

(U = −S, determined in Appendix A). In terms of the force f , the Poisson prediction
for the velocity fluctuations (Caflisch & Luke 1985) scales like �V ∼ (f/η)

√
nd . One

can therefore increase �V relative to V0 by increasing the number density of particles
n, increasing the cell depth d , or increasing f/η relative to the settling velocity V0,
the latter being fixed physically by the Stokes drag law. In the simulations, however,
this relationship need not be obeyed, and we can thereby artificially explore high
�V/V0 by increasing f relative to V0 (alternatively thought of as increasing the
effective radius a, since the particles are points). This device preserves the physics
of hydrodynamically interacting particles while allowing simulation of a wider range
of �V/V0 than would otherwise be possible without considering prohibitively large
numbers of particles.

Figure 5 shows velocity fluctuations from three different simulations as a function
of time for three different initial �Vz/V0 ≈ 0.1, 1, and 10. For the smallest fluctuations,
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Figure 5. Velocity variances in each direction in three different simulations, measured in
windows ≈ h/3 above an imposed impenetrable cell bottom, showing deviation from the
homogeneous Poisson estimates (dashed lines) as the initial fluctuations, well-predicted by the
Poisson estimates, are increased. Indicated times are in units of the total sedimentation time,
tsed = h/Vsed. The data in (a) are from an N = 10 000 simulation in a 100 × 300 × 1000 cell with
the measurement window 0.3 <z/h< 0.35; for (b), N = 100 000 in a 50 × 150 × 600 cell
with measurement window 0.25 <z/h< 0.333; and for (c), N =50 000 in a 10 × 30 × 80 cell
with measurement window 0.3<z/h< 0.375. The centre of the front remains far from the
measurement windows at the times plotted.
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Figure 6. Concentration profiles φ(z) for height z above the bottom of the cell at different
times, compared with results from one-dimensional constant-diffusivity advection–diffusion
estimates (solid lines): (a) PIV experiment at φ0 = 1% in a 113a × 1130a × 4830a cell (see also
Tee et al. 2002), and (b) dilute-limit simulation of N =10 000 particles in a 10 × 30 × 100 cell
with Fourier truncation Nk =31. Times are in units of the total sedimentation time, h/Vsed.

the velocity fluctuations appear constant in time, and quantitatively agree with the
predictions of the independent Poisson distribution. For the middle case of figure 5,
where �Vz/V0 ∼ 1, the observed fluctuations dip significantly below the Poisson
prediction, where they appear to remain roughly constant until the sediment front
gets close to the imaging window. For the largest �V/V0, the velocity fluctuations
decay throughout the simulations. The trends and magnitudes of the effects in these
simulations agree with those of the experiments. These vertically inhomogeneous
simulations therefore seem to contain the necessary interactions to understand all of
the features of the velocity fluctuations in dilute sedimentation.

5. Stratification
The key physical difference giving these three different regimes for the velocity

fluctuations is the extent of a vertical stratification of the particle concentration in
the measurement window. This is demonstrated in figure 6, where we plot the particle
concentration as a function of vertical distance from the bottom of relatively thick
cells from an experiment (figure 6a) and a simulation (figure 6b). The spreading is
more severe in thick cells than in thin ones. This is because the initial hydrodynamic
diffusivity D ∼ �VinitL increases with increasing cell thickness. When �V > V0, the
velocity fluctuations cause the front to spread faster than it falls. Thus, a significant
stratification can exist when the front itself is far from the imaging window, that
is, while concentrations in the measurement window remain close to the initial
concentration.

That stratification can affect velocity fluctuations was demonstrated by Luke (2000).
Luke argued that velocity fluctuations continually decrease in a medium with a
constant stratification, imposed by some unknown external means. Although we agree
with Luke’s description of the physical mechanism causing the fluctuations to decay,
we disagree with his conclusion that a constant stratification produces continually
decaying fluctuations. Rather, we argue below that a constant stratification leads
to statistically steady velocity fluctuations at long times which can be smaller than
those predicted by the Poisson estimate. Persistent decay of the velocity fluctuations
may then occur in experiments (Tee et al. 2002) and in simulations under conditions
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where the local stratification (in a measurement window seemingly far from the front)
continually increases with time.

We first present physical arguments for this point of view (similar to those presented
in Tee et al. 2002) and then present a stochastic model for the fluctuations leading
to a structure factor calculation. Neither the scaling from physical arguments nor the
model structure factor are rigorously obtained, but the results are shown to agree
quantitatively with simulations and experiments. Finally, we describe the consequences
of these arguments for interpreting sedimentation experiments.

5.1. Physical argument

Velocity fluctuations are driven by fluctuations in particle number, as described by
Poisson statistics in a vertically homogeneous random sample. A region of size �

has a typical concentration fluctuation of �φ ≈
√

φa3/�3; its velocity is determined
by balancing its buoyant weight, �φ�3�ρg ∼ �φ�3(ηV0/a

2), with its Stokes drag,
∼ η��V , giving �V� = CV0

√
φ�/a (Hinch 1988). The dominant �V in a homogeneous

sediment is then set by the smallest cell dimension �V =CV0

√
φd/a, because the

above arguments are cut off at lengths � > d . The velocity fluctuations lead to long-
time diffusive mean-squared displacements and an effective diffusivity, D ∼ ��V . If
this effective diffusion is the dominant process acting on the density fluctuations on a
given length scale, the production and destruction of fluctuations due to randomness
is then on the same time scale, τD ∼ �2/D ∼ �/�V , advecting a distance ∼ � in their
lifetime. This balance between production and destruction of fluctuations due to
randomness drives the vertically homogeneous system to an independent Poisson
particle distribution (as in, e.g. the simulation results in figure 2).

Even a very small stratification can substantially modify the above argument. If
the change in concentration due to stratification is greater than the �φ concentration
fluctuations, the buoyancy mismatch is lost, and the fluctuation at such length scales
can no longer advect as far. For a locally linear decrease in φ with height, φ = φ0(1−βz)
(β > 0), the stratification causes the lifetime of a fluctuation’s motion to be limited to
τS ∼ H/�V , where H ∼ �φ/(βφ0) is the length scale over which stratification changes
φ by �φ. The loss of the buoyancy mismatch for � � H thus sets τS � τD . We
speculate that density fluctuations at such large scales are being suppressed faster (on
the time scale τS) than they are generated by randomness (on the diffusive time scale

τD). The largest remaining fluctuations are thus on the scale � ∼ H ∼
√

φ0a3/�3/(βφ0),
giving

� ∼ aφ
−1/5
0 (βa)−2/5 , (5.1)

with velocity fluctuations

�V ∼ V0φ
2/5
0 (βa)−1/5. (5.2)

These arguments for stratification control of the fluctuations apply only when the size
of the cut off fluctuations are smaller than the cell depth � < d; larger fluctuations are
controlled by the small cell dimension, d . Setting � ∼ d yields the critical stratification:

βcrit ∼ a3/2d−5/2φ
−1/2
0 = (d

√
Nd)

−1, (5.3)

where Nd is the number of particles in a volume of radius d . This critical stratification
decreases rapidly as the cell thickness increases. For the Tee et al. (2002) experiments,
10−4 � N

−1/2
d � 10−2, stratifications significantly smaller than 1% across a vertical

distance of order d typically being sufficient to suppress the independent Poisson
velocity fluctuations.
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Figure 7. Instantaneous velocity fluctuations ((a) �V 2
z and (b) �V 2

x,y,z), relative to the Poisson
prediction (2.2), versus measured stratification of the smoothed particle concentration, from
a series of N = 50 000 particle, Nk = 31 simulations in 8d = w = h cells at eight different
hydrodynamic interaction strengths. Measurements are taken from a window height z ≈ h/3
above the bottom of the cell. Negative β (dynamically unstable) and β < 10−2βcrit data
(βcrit ≡ [φd5/a3]−1/2) are collected on the left-hand edges of the plots. At small stratifications,
the velocity variances fluctuate about the Poisson prediction. At large stratifications, the
fluctuations appear to be �V 2/�V 2

Poisson ≈ (2β/βcrit)
−2/5 (decaying dashed lines), in agreement

with the stratification scaling (5.2), with slight downward bias at very large stratifications where
the correlation length is of the same scale as the spatial resolution of the Fourier truncation.

Figure 7 presents simulations comparing instantaneous velocity fluctuations in
a measurement window with simultaneous measurements of the local vertical
stratification of the number density (smoothed on scales comparable to the cell
depth), taken from multiple simulations spanning each of the qualitative behaviours
of the velocity fluctuations. No time averaging of the data has been performed.
Almost all of the data in the figure are taken when the window is still far from
the front, with local volume fractions φ > 0.95φ0 close to the initial concentration
φ0, except a small number of the largest β values that are included, where φ is as
small as ≈0.9φ0. Meanwhile, the observed velocity variances (proportional to φ in
the Poisson prediction) are suppressed by a factor as large as ≈4. The figure clearly
demonstrates that when the stratification β is smaller than ≈ 1

2
βcrit =

1
2
(d

√
Nd)

−1 the
velocity fluctuations quantitatively agree with the vertically homogeneous predictions
of § 2; when β � 1

2
βcrit the velocity fluctuations decrease below the Poisson value in a

manner consistent with (5.2).
The stratification in these monodisperse simulations originates from diffusive

spreading of the sediment front; when �V/V0 is small, this diffusive spreading creates
a vertical stratification that remains small compared to βcrit far from the front, and
therefore the correlation length and the resulting velocity fluctuations are controlled
by the smallest cell dimension, d . On the other hand, for large initial �V , there is
significant diffusion of the front, so the stratification β >βcrit in the measurement
window. This stratification (and hence �V ) is time dependent, owing to the continual
spreading of the front.

That such stratifications might be present in measurement windows seemingly
far from the front is illustrated by examining individual simulations. The velocity
fluctuations from single simulations of N = 400 000 particles and N = 50 000 particles
are plotted in figure 8 along with the concentration profiles averaged over identified
time intervals. The initial condition here is of independently positioned particles filling



86 P. J. Mucha, S.-Y. Tee, D. A. Weitz, B. I. Shraiman and M. P. Brenner

Figure 8. Velocity fluctuations and concentration profiles from a pair of simulations in
8d = w = h cells with Fourier truncation Nk = 31: (a) velocity fluctuations of N = 400 000
particles, relative to the Poisson prediction (horizontal dashed lines), measured in a window
0.2 <z/h< 0.3, over times reported in terms of tsed = h/V0, and (b) the smoothed concentration
profile, time-averaged over the interval indicated by the vertical dashed lines in (a); (c)
velocity fluctuations of N = 50 000 particles for larger hydrodynamic forcing, measured in
a window 0.3< z/h < 0.4, and (d ) time-averaged concentration profile over the indicated
interval. The dashed line in the insets of (b) and (d ) indicates the crossover stratification 1

2
βcrit

between fluctuations determined by cell size and those set by the stratification. These observed
time-averaged stratifications in the measurement windows are thus of the order necessary (e.g.
figure 7) to suppress velocity fluctuations by the observed factor below the Poisson prediction
according to the model scaling. The insets, centred in the measurement windows, are over
heights = d , slightly larger than the measurement windows.

the lower 7/8 of the cell. The concentration profiles plotted in figures 8(b) and 8(d)
include time averaging over the intervals indicated in figures 8(a) and 8(c), respectively,
each being ≈ d/�Vz in order to describe the average concentration profile present over
the lifetime of the largest swirls. Because of this time averaging, the concentration
profile indicated in the front itself is significantly broader in these figures than is
actually present. Meanwhile, the measurement windows for these velocity fluctuations
would apparently be far from both the container bottom and the cell front, while the
net stratification across the measurement window in both cases is clearly in excess of
the 1

2
βcrit stratification sufficient to suppress velocity fluctuations. For comparison, the

observed suppressions of the velocity variances to ≈ 80% and ≈ 60% of the Poisson
predictions is indicated in the scalings and figure 7 by stratifications β ≈ 0.9βcrit and
β ≈ 1.8βcrit, respectively, of the same magnitude as the observed stratifications in the
insets of figure 8(b, d).
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We remark that there are other causes for stratification in experiments, the most
important of which are (a) polydispersity of the particle sizes, causing additional
spreading of the sediment front over that caused by the velocity fluctuations
themselves; and (b) the initial distribution of particles is not perfectly mixed, and
could contain an initial stratification. The latter is hard to quantify in general, but
it seems likely to be important. Indeed, we have observed significant variation in the
fine details of the decaying fluctuations with time at the same physical parameters
from one run to the next, both in the experiments and simulations, while the gross
behaviour of persistent decay far from the front in thick cells remains robust.

It is important to remark that in general the effect of stratification is pronounced
in thick cells for two different reasons: first, the critical stratification decreases rapidly
with cell thickness; second, the velocity fluctuations are enhanced in thick cells leading
to enhanced spreading of the front (and thus producing larger stratifications).

5.2. Stochastic continuum model

The above arguments can be developed more quantitatively by studying a continuum
model of the sedimentation dynamics of equation (4.1). Instead of tracking the
locations of each of the individual particles, we describe the sediment with a particle
volume fraction φ(r, t) and particle velocity u(r, t) (relative to Vsed). Both φ and u
are taken here to be smooth, averaged quantities that ignore the microscopic details
of individual particle motions. Their time evolution is governed by conservation of
mass and the stress balance in the fluid phase:

∂tφ + ∇ · [u(r, t)φ − D · ∇φ + ξ (r, t)] = 0, (5.4)

∇p = η∇2u − 9
2
ẑηV0φ/a2, ∇ · u = 0. (5.5)

Here both D · ∇φ and ξ represent discreteness effects, quantifying the difference
between the dynamical equation for the particle motions and this continuum model.
The D · ∇φ term represents long-time long-wavelength deviations between the direct
advection of averaged quantities and the microscopic dynamics of (4.1), explicitly
ensuring large-scale diffusive motion at time scales longer than the swirl turnover
time. That is, this diffusive term is appropriate for concentration variations over
length scales that are large compared with the correlation length and time scales that
are large compared with the turnover time. Importantly, this is where the velocity
fluctuations enter into the model, with D ∼ ��V , in agreement with the observation
of effectively diffusive particle transport on large scales due to the fluctuations. The
additional particle flux ξ represents short-wavelength degrees of freedom in the
particle dynamics that are otherwise not accounted for because of the averaging
inherent in both φ and u in this continuum model.

For simplicity, we model ξ as uncorrelated white noise, so that 〈ξα(r, t)ξγ (r ′, t ′)〉 =
vpφNαγ δ(r − r ′)δ(t − t ′), with vp = (4π/3)a3 and N characterizing the strength of
the noise. The stochasticity of this variable in the model represents the continuous
state of unknowns in the numerous microscopic degrees of freedom that have been
otherwise averaged out. In what follows, we will demonstrate that this continuum
model, with white noise and diffusion included explicitly, provides a consistent and
semi-quantitative description of our simulations and the experiments. The reader
should note, however, that the inclusion of a noise source to model the deterministic
microscopic details in sedimentation is currently the subject of controversy. For
example, E. J. Hinch (private communication) believes that a continuous noise source
model is inappropriate because the physical noise source is in the initial conditions.
For added simplicity, we also treat both the particle diffusivity D and the noise
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strength N as isotropic. A similar continuum description, including anisotropy in D

and N, was previously employed by Levine et al. (1998) in an attempt to describe
renormalized screening mechanisms.

In a uniform system, the advection velocity in (5.4) is irrelevant at leading order in
(φ −φ0) density fluctuations because of the homogeneity of the particle concentration
φ0. A straightforward calculation then gives the steady-state structure factor, assuming
homogeneity away from external boundaries, as (e.g. Levine et al. 1998)

S(q) =
1

vpφ

∫
dr 〈φ(r)φ(0)〉e−iq·r ∼ N

D
. (5.6)

By (5.5), the velocity variance �V 2 = 〈u2〉 is then given by

〈�V 2〉 ∼ n

∫
dqS(q)

[
aV0

q2 + d−2

]2

, (5.7)

where d is the thin cell dimension, the denominator q2 + d−2 being used here to
cut off the 1/r flows beyond that length, the precise form of this cut off being
unimportant in the scalings considered below. Substituting (5.6) into (5.7) gives the
velocity variance scaling like 〈�V 2〉 ∼ (aV0)

2ndN/D. This is precisely the Caflisch &
Luke (1985) scaling in the small cell dimension, in agreement with the calculations of
§ 2, provided that N/D ∼ 1, i.e. the noise coefficient is proportional to the diffusivity.

Modifying this calculation to include stratification, we linearize (5.4) about a locally
linear stably stratified base state, which we will find sufficient to indicate suppression
of fluctuations. We write φ = φ0(1 − βz) + ϕ, β � 0, where ϕ are the fluctuations,
assumed to be much smaller than φ0. Again, we assume that this locally linear
stratification persists over a length scale longer than the correlation length � and over
a time scale longer than the swirl turnover time �/�V . Unstable stratifications, β < 0,
are not considered here. To leading order in ϕ the dynamics are then governed by

∂tϕ − ũzβφ0 = D∇2ϕ + ∇ · ξ , (5.8)

∇p = η∇2ũ − 9
2
ẑηV0ϕ/a2, ∇ · ũ = 0, (5.9)

for D constant or varying slowly in space. Because anisotropies in the noise and
diffusivity have been ignored, the above dynamics lead to an isotropic structure factor
in steady state, given by

S(q) ∼ Nq2

Dq2 + AβV0φ0/[a2(q2 + d−2)]
, (5.10)

where A> 0 is a dimensionless constant. The velocity fluctuations are then

〈�V 2〉 ∼ n

∫
dq

Nq2

Dq2 + AβV0φ0/[a2(q2 + d−2)]

[
aV0

q2 + d−2

]2

. (5.11)

Equation (5.10) indicates that at sufficiently small q (long wavelengths), the
denominator of S(q) increases relative to the numerator, so that S(q) decreases
below unity, implying that long-range density fluctuations have been suppressed. This
describes the physical process of long-wavelength fluctuations decaying away faster
than they are generated in the presence of such stratification.

At sufficiently small stratifications, the β term in the S(q) denominator is negligible
compared to Dq2 over the q values contributing to the (5.11) integral, |q| � d−1, and
the Caflisch & Luke scaling is reobtained. At large stratifications, (5.11) gives the
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same scalings for velocity fluctuations and correlation length as in § 5.1, provided that
the stratification is large enough so that � = (q∗)−1, given by D(q∗)2 ∼ βV0φ0/[a

2(q∗)2],
is small relative to the cell depth d . The length � then cuts off the integral in (5.11),
instead of d , giving

〈�V 2〉 ∼ (aV0)
2n(q∗)−1N/D ∼ V 2

0 φ/(aq∗) ∼ V 2
0 φ0

[
D

a2βV0φ0

]1/4

, (5.12)

where we have again used N/D ∼ 1. Both the velocity fluctuations and the correlation
length are then in terms of the unknown diffusivity. However, we take D ∼ ��V since
the velocity fluctuations determine the hydrodynamically induced diffusivity. This
relation, combined with the above relations for �V and � = (q∗)−1 yields

D ∼ aV0φ
1/5
0 (βa)−3/5, (5.13)

which in turn gives � =(q∗)−1 ∼ aφ−1/5(βa)−2/5 and �V ∼ V0φ
2/5(βa)−1/5, exactly as

found above in equations (5.1) and (5.2).
Again, the above derivation assumes that q∗ � d−1. If q∗ � d−1, then the formula

(5.11) implies that the fluctuations are given by the uniform Poisson distribution,
as we have found. This simple isotropic S(q) model thus contains both regimes
covered by the physical arguments in § 5.1. Intermediate between these two regimes,
both stratification and wall effects become important on the same scale, each term
contributing in the S(q) form (5.10). While a number of the above steps may be
reasonably regarded as uncontrolled approximations (ignoring anisotropic effects, the
time evolution to the steady-state structure factor, and non-white statistics of ξ ), this
S(q) model will be found to be in good agreement with the simulations and previous
experimental measurements, as detailed in § 5.3.2 below.

5.3. Comparison with experiments

Finally, we compare the results above to concentration profiles, occupancy statistics,
and velocity fluctuations measured in experiments.

5.3.1. Spreading of the sediment front

An important component of our argument is the fact that the spreading of the
sediment front produces a stratification in our simulations. It is therefore useful to
estimate this effect in experiments. To this end, here we use a crude model to estimate
the spreading of the sediment front for φ =φ(z, t) only varying in the vertical (ẑ)
direction, with

∂tφ − V0∂zφ = D∂zzφ, (5.14)

assuming that the sediment is very dilute (ignoring hindered settling effects) and taking
D to be constant for simplicity (ignoring spatial and temporal dependence of the
diffusion coefficient due to suppressed velocity fluctuations at different stratifications,
which becomes especially incorrect in the immediate vicinity of the front itself), with
�V set by Poisson statistics and D = K��V , where K is an O(1) constant (values of
which can be determined from the simulations).

Experimental measurements of particle concentration as a function of both time
and position are obtained by monitoring the attenuation of the total transmitted light
in a particle image velocimetry (PIV) experiment, and using Beer’s law to determine
φ. Initially, φ is relatively constant along the cell height; however the profile quickly
stratifies. As shown by the solid lines through the data in figure 6 solutions to (5.14)
with constant diffusivity D fit the immediate vicinity of the sediment front poorly, as
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expected. However, despite the crude approximation, including the complete neglect
of polydispersity in the experiments, the constant-D solutions are remarkably near
measurements taken further from the front, both in our PIV experiments (figure 6a)
and in our dilute-limit simulations (figure 6b). Thus, the model equation (5.14) can be
used to quantitatively estimate the magnitude of the possible stratification far from
the front.

Since we will subsequently use this simple diffusion model to estimate stratifications
larger than critical stratification in previous experiments, it is worth summarizing the
major errors in the model:

(a) As emphasized by Bergougnoux et al. (2003), polydispersity can be a significant
effect in the spreading of a sedimentation front. In our own experiments, there
is about a 10% polydispersity in the particle radius, leading to a variation in
the falling velocities δV0/V0 ≈ 0.2−0.3. At times t , polydispersity will spread an
initially sharp front over heights comparable to tδV0 while a constant diffusivity
would create spreading on a scale

√
tD ∼

√
td�V . The latter is larger than

the former up to times t ∼ d�V/(δV0)
2 or, in terms of the total sedimentation

time, tV0/h ∼ (d/h)(�V/δV0)(V0/�V0). For very thick cells, with larger initial �V

fluctuations, polydispersity is a smaller effect on the evolving stratification away from
the sediment front. For thin cells, the polydispersity contribution to spreading can
be very significant, but the critical stratification in such thin cells is much larger,
so velocity fluctuations in measurement windows far from the front are typically
measured to be close to the Poisson predictions. In our experiments, with h/d

typically O(20−50) and �V fluctuations comparable to V0, this crossover time is
on the same order as the total experiment time. Thus, while we conclude that a
significant part of the evolution of our observed spreading fronts is attributable to
effective diffusion, this estimate indicates that polydispersity is also fundamentally
important. Such spreading due to polydispersity further increases the stratification in
the measurement window.

(b) Both the diffusivity and the falling velocity depend on particle concentration (as
in, e.g. Batchelor 1972; Martin, Rakotomalala & Salin 1994), these dependences being
especially important near the front. An advection–diffusion model with diffusivity
dependent on both concentration and stratification as for the results of the present
section was found (Mucha & Brenner 2003) to agree with our simulations; steadily
falling concentration profiles obtained from that model, including hindered settling,
indicate dynamically important stratifications over 3d below the φ = 0.9φ0 point of the
front for a wide range of experimentally studied parameters. That same dependence
of the diffusivity leads to front thicknesses which scale with time like t5/7 (E. J. Hinch,
private communication), providing a possible description of the front spreading in
the simulations of Bergougnoux et al. (2003) as well.

5.3.2. Occupancy statistics

The simple form of the isotropic S(q) model (5.10) and its predictions of correlations
in the particle positions could be tested in experiments. Such correlations have
previously been observed by Lei et al. (2001), who demonstrate that initially Poisson
number fluctuations are suppressed over time in their experiments, by directly
measuring the number occupancy variance σ 2 in finite test volumes with an average
number of particles 〈N〉. We replicate these measurements on our simulation data,
calculating σ 2 at each 〈N〉 by sampling 10 000 randomly positioned cubic test volumes
in a single time frame at a height z ≈ h/3 above the bottom of the cell. Averaging
together such results from O(20) nearby time frames (over a total time interval
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Figure 9. Number occupancy variances, σ 2, versus average number of particles in the
test volume, 〈N〉. (a) Simulation data from cubic test volumes in four different regimes
(selected from the simulation data presented in figure 7), where �Vz/V0 ≈ 0.99 (�), 0.86
(�), 0.57 (�), and 0.42 (�). The dashed lines are the result of numerical quadrature of
(5.15) over spherical test volumes with S(q) given by the isotropic form (5.10) for different
parameters. The S(q) parameters used in the two most stratified cases are well-approximated
by αd4 = AβV0φd4/(Da2) ≈ (8πβ/βcrit)

8/5, in agreement with the predicted large stratification
scaling. (b) Comparison of the non-Poisson experimental data from figure 3 of Lei et al. (2001)
with occupancy statistics calculated from (5.10), (5.15) over rectangular box test volumes with
constant thin dimension equal to the light sheet thickness in the experiments, for various α
values as described in the text.

of order d/�Vz, in which �V only changes slightly) gives occupancy variances for
different 〈N〉-sized test volumes at different times like the points plotted in figure 9(a),
obtained from simulations with decaying �V . We observe the suppression of large-
scale number fluctuations as the simulations progress, similar to the experiments of
Lei et al. (2001) (i.e. as in figure 3 of Lei et al. 2001, reproduced here in figure 9b).
These number occupancy fluctuations are related to the structure factor by (cf. Lei
et al. 2001)

σ 2

〈N〉 = 1 +
1

θ0(2π)3

∫
dq [θ(−q)]2 [S(q) − 1], (5.15)

where θ(r) is an indicator function for the test volume, unity inside and zero otherwise,
θ(q) =

∫
dr θ(r)e−iq·r , and θ0 = θ(q =0) is the volume of the test region.

Substituting (5.10) into (5.15), computing the resulting isotropic integral (for
spherical test volumes) by numerical quadrature, gives the dashed curves plotted
in figure 9(a) for different values of α = AβV0φ/(Da2). By the large stratification
scalings above, and βcritd = [φ(d/a)3]−1/2, this parameter should scale like α ∼ (q∗)4 ∼
d−4(β/βcrit)

8/5. This scaling is confirmed by the two strongest-stratified occupancy
fluctuations considered in figure 9(a), which were each fitted with αd4 ≈ (8πβ/βcrit)

8/5,
consistent with both the measured stratification β and the observed velocity
fluctuations (with �Vz values 42% and 57% of their Poisson predictions). The least-
stratified data accompanies fluctuations �Vz ≈ 0.99�VPoisson, and is well fitted by the
α = 0, S(q) = 1, σ 2/〈N〉 = 1 independent homogeneous result. Meanwhile, the weakest
of the σ 2/〈N〉 �= 1 cases considered in figure 9(a) appears to be in the intermediate
regime influenced by both sidewalls and stratification, with �Vz ≈ 0.86�VPoisson, fitted
by an α slightly larger than the ‘8π’ scaling used for the more stratified cases.

For comparison, occupancy statistics data from the experiments of Lei et al.
(2001) (figure 3 therein) are reproduced in figure 9(b) and compared with (5.15) for
rectangular box test volumes with constant thin dimension (of the thickness of the
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light sheet, 0.35 mm). Fitting the data to the theory implies stratifications (assuming
the ‘8π’ scaling observed above) β/βcrit ≈ 6.5, 22, 68. With Nd =φ(d/a)3

.
= 440 000,

the critical stratification of the Lei et al. (2001) experiments is βcritd ≈ 1/660. The
presumed stratifications in figure 9(b) thus go up to βd ≈ 1/10. While such local
stratifications would perhaps go unnoticed in their h = 4d cells without directly
searching for them, they might perhaps be measured directly in future experiments.

These excellent comparisons obtained between (5.10), (5.15) and the occupancy
variances directly measured both in simulations and in the Lei et al. (2001) experiments
indicates that our steady isotropic S(q) model contains the essential dependence on
stratification necessary to explain a wide body of computational and experimental
results.

5.3.3. Velocity fluctuations

Our results suggest that for measurements showing velocity fluctuations below the
calculation of the uniform distribution presented in § 2 a stratification above the critical

value βcritd ∼ 1/
√

φ(d/a)3 must have developed. We have previously demonstrated
that this idea quantitatively agrees with our own experiments in thick cells (Tee
et al. 2002). Here we explore whether this is a consistent interpretion of previous
experiments.

Clearly, without exploring details of previous experiments (e.g. the mixing procedure
and polydispersity), it is impossible for us to definitively deduce their stratification.
However, the constant diffusion model, validated on our own data in § 5.3.1, provides
a lower bound on the stratification that probably existed in many dilute experiments.

To test whether stratification has played a role in previous experiments, we employ
a constant-diffusivity error function for the spreading of the sediment front to estimate
the time, tcrit, in the experiments when the stratification in the imaging window is
sufficient to suppress velocity fluctuations. This time was extracted by taking the
solution φ(z, t) for the particle concentration in the experimental cell in question
(with the diffusivity set by the cell size and volume fraction as outlined above), and
then solving for the time tcrit when the gradient exceeds the critical stratification 1

2
βcrit

at the location of the imaging window:

∂zφ(z = h/3, tcrit) =
βcrit

2
.

The imaging window is assumed to be located near z =h/3, where h is the initial
height of the sediment (P. N. Segrè, private communication). Solving this equation
using the physical parameters of various previous experiments, we use this as a simple
estimate for the time tcrit at which stratification becomes important in the experiment.
We also solve for the time t1 when the gradient reaches βcrit. These times are then
compared with texpt, the time it takes the sediment front to reach an imaging window
at z = h/3.

The results of these calculations for the Segrè et al. (1997), Nicolai & Guazzelli
(1995), and Guazzelli (2001) experiments are summarized in table 1. At the higher
volume fractions and larger cells where the measured velocity fluctuations are
below the calculation of the uniform distribution, the estimates indicate that the
stratification in the imaging window probably exceeds the critical stratification early
in the experiment. In contrast, the stratification in the experiments where the velocity
fluctuations are accurately predicted by the uniform Poisson distribution formulae
stays below the critical stratification for most of the experimental time. These results
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φ Obs. �Vz/V0 Poisson (2.1) h/a tcrit Obs. �Vz/Poisson tcrit/texpt t1/texpt

Nicolai & Guazzelli (1995):
5 × 10−2 0.67 1.15 1269 363 0.58 0.43 0.48
5 × 10−2 0.62 1.62 1269 162 0.38 0.19 0.22
5 × 10−2 0.60 1.99 1269 88 0.30 0.10 0.12
5 × 10−2 0.73 2.29 1269 55 0.32 0.065 0.072

Segrè et al. (1997):
1 × 10−4 0.13 0.139 39077 23708 0.94 0.91 0.93
2 × 10−4 0.12 0.139 12821 7725 0.87 0.90 0.93
3 × 10−3 0.28 0.374 12821 7310 0.75 0.86 0.89
3 × 10−2 0.56 0.773 6410 3616 0.72 0.85 0.92
6 × 10−4 0.167 0.240 12821 7387 0.70 0.86 0.89
3 × 10−2 0.75 1.18 12821 6141 0.64 0.72 0.76
6 × 10−4 0.19 0.339 39077 22097 0.56 0.85 0.87
2 × 10−2 0.53 0.965 12821 6390 0.55 0.75 0.79
3 × 10−3 0.25 0.536 12821 6698 0.47 0.78 0.82
1 × 10−2 0.44 0.979 12821 6001 0.45 0.70 0.74
2 × 10−2 0.556 1.39 12821 5523 0.40 0.65 0.69
4 × 10−3 0.244 0.619 12821 6547 0.39 0.77 0.80
3 × 10−2 0.589 1.70 12821 5220 0.35 0.61 0.65

5.5 × 10−2 0.75 2.30 12821 4735 0.33 0.55 0.60
6 × 10−4 0.16 0.759 25641 6208 0.211 0.36 0.39

Guazzelli (2001):
5 × 10−4 0.35 0.50 2703 159 0.70 0.088 0.095

Table 1. Previously reported experimental �V 2
z , with their respective homogeneous Poisson

estimates (2.1), compared to an estimate of the critical stratification time of the experiment, tcrit
(in Stokes times), when the estimated stratification β reaches 1

2
βcrit =

1
2
(d

√
Nd )

−1. The critical

time estimate is made by assuming that measurements are taken at a height z ≈ 1
3
h above

the bottom of the cell, and that the sediment front spreads with constant vertical diffusivity
D ≈ 1

2
d�VPoisson as it falls (ignoring corrections due to flux conditions at the cell bottom).

This time is then compared with the time it takes the dilute front to reach the measurement
height, texpt = 2h/(3a). For comparison, we also include t1/texpt, where t1 is the time to reach
β = βcrit in this simplified estimate for the spreading of the front, where the stratification has
already significantly decreased the fluctuations.

suggest that it is reasonable to believe that the critical stratification was exceeded in
previous dilute experiments.

A further comparison can be made by calculating how a presumed stratification
might affect the Segrè et al. (1997) measurements that led to the �V/V0 ∼ φ1/3

conjecture. Figure 10 replots the Segrè et al. (1997) data for the vertical fluctuations
compared with both the Poisson prediction and the predictions of the stratification
model for βd = 0.01 and βd = 0.05. These are extremely small stratifications, cor-
responding to differences of hundreds of particles across regions the size of the small
dimension d which contain O(104) particles when φ = 0.01. These hypothesized
stratifications capture the trends of the experimental data exceedingly well, demon-
strating the potentially large effect of very small stratifications.

Additionally, during the writing of the present paper we became aware of a study by
Ladd (2002), which shows some conditions where velocity fluctuations decrease in time
in lattice-Boltzmann simulations of sedimentation. In particular, those simulations
also conclude that the container bottom is necessary in order to decrease velocity
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Figure 10. Comparison of midplane Poisson estimate (2.2) with �Vz experimental results
from figure 3 of Segrè et al. (1997), and estimates (cf. figure 3) modified by stratifications of
βd = 1/100 and βd =1/20 also including depth-averaging of the velocity standard deviations
and finite volume fraction effects (Segrè et al. 2001).

fluctuations below those of the independent-Poisson Caflisch & Luke scaling. There
are important differences between Ladd’s simulations and those of the present paper,
most notably the fact that the volume fractions there are ≈ 0.13 with particle Reynolds
numbers ∼ O(0.1), the former introducing stronger self-sharpening and other non-
dilute effects, the latter changing the single particle velocity field from the u ∼ r−1

law that underlies the present study. Despite these important differences, Ladd’s
results are in reasonable agreement with the stratification suppression of velocity
fluctuations presented here. The deviation from the Caflisch & Luke (1985) scaling
in Ladd’s simulations occurs when �V � Vsed. The largest simulations presented in
Ladd (2002), wherein four-fold decrease in the velocity variances is observed, are of
N ≈ 35 000 particles, with Nd ≈ 14 400 yielding βcritd ∼ 1/120 in (5.3). Meanwhile,
the least-squares fit across the measurement window (figure 3 of Ladd 2002) indicates
a stratification β ≈ 1/(13 000 a), corresponding to (d = 48a) βd ≈ 1/220, with local
stratifications in the figure over distances ∼ d up to perhaps O(10) larger. For
comparison, our dilute-limit creeping flow simulations indicate (see figure 7) a two-
fold decrease in the velocity variances at β ≈ 3βcrit, and a four-fold decrease at
β ≈ 16βcrit.

Lastly, we have recently become aware of new experiments and simulations by
Bergougnoux et al. (2003) which study the spreading of the sediment front in detail,
including the effects of polydispersity. The numerical Poisson estimate for square
cells (§ 2) predicts �Vz ≈ 1.2V0 velocity fluctuations in the centre of their φ =0.003,
d/a ≈ 1342 experiments, wherein the observed steady fluctuations are �Vz ≈ 0.5V0

after an initial transient. For comparison, the model presented herein predicts that
the critical stratification above which we expect velocity fluctuations to become
suppressed is as small as 1

2
βcritd = [φ(d/a)3]−1/2 .

= 1/5385; the local stratification
needed to suppress �V by the observed 0.5/1.2 factor is βd ≈ 1/70. The measured
concentrations in their figure 1 indicate local stratification of this order in the
measurement window at least as early as O(700) Stokes times after the end of mixing,
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well inside the interval when their measured velocity fluctuations appear roughly
constant, but not as early as the O(200) Stokes times at which their measured
fluctuations are already this small.

As pointed out by E. J. Hinch (private communication), the Bergougnoux
et al. (2003) experimental cells have a fundamentally different geometry than that
considered here: their experimental cells, at d × d × 2d , are of a significantly smaller
h/d aspect ratio than the d � h cells considered here, so two of the fundamental
assumptions of our model do not apply to their case. First, concentration profiles in
measurement windows apparently far from the front do not remain locally linear at
length scales larger than the correlation length. Second, the turnover time �/�V in the
Bergougnoux et al. (2003) experiments is comparable to the h/V0 sedimentation time,
breaking the temporal scale separation that underlies all of the arguments presented
herein.

This points to the intriguing idea that there are two different limits to the velocity
fluctuations problem, determined by the aspect ratio of the cell. The model outlined
herein operates at large h/d aspect ratios, when the correlation length is smaller
than the length scale of any developed stratification, and the swirl turnover time is
short compared to the sediment transport time scale so that the stochastic continuum
model can be applied. A model that operates at smaller h/d aspect ratios remains to
be worked out. It seems clear that in this limit, direct advection of density fluctuations
(Hinch 1988) will play an important role.

6. Conclusions
The results reported here suggest a picture for velocity fluctuations in sedimentation

that is quantitatively consistent with previously reported simulations and experiments.
The model implies that velocity fluctuations are non-universal, with dependence not
only on the cell depth but also on the local stratification of the particles. When
�V � V0, the fluctuations are controlled by the cell depth until a critical stratification
develops at the imaging window, after which the fluctuations may decay slowly.
When �V � V0, the spreading of the sediment front is greatly enhanced, and rapid,
persistent decay of the fluctuations can occur because the local stratification in the
measurement window is continually increasing. Below the critical stratification, the
velocity fluctuations are controlled by the small cell dimension, �V ∼ V0

√
φd/a, with

the prefactors accurately calculated from the independent Poisson distribution. Above
the critical stratification, the fluctuations scale like �V ∼ V0φ

2/5(βa)−1/5. Along with
these changes in the velocity fluctuations, the correlation length transitions from
being set by the cell depth at small stratifications to � ∼ aφ−1/5(βa)−2/5 above the
critical stratification. The dependence of �V on β has been directly and successfully
tested in our simulations (figure 7), while the steady isotropic S(q) model (5.10)
compares favourably with the simulations and with the Lei et al. (2001) experiments
(figure 9). The present model for velocity fluctuations in sedimentation quantitatively
agrees with our numerical simulations and experiments, and also provides a consistent
interpretation of previous results for large h/d aspect ratios.

There remain, however, many aspects of the model that are amenable to further
quantitative experimental tests. For example, fluidized beds offer the possibility
of directly comparing velocity fluctuations with a time-independent concentration
gradient. Also significant is the possible extension of these results to higher volume
fractions, where a number of effects ignored here become important. Segrè et al.
(2001) demonstrated that experimentally measured velocity fluctuations across all
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volume fractions can be connected to those measured in the dilute Segrè et al. (1997)
experiments; the physically motivated modifications for dense systems being in terms
of well-known empirical relationships for hindered settling, effective viscosity, and the
structure factor of hard spheres. The idea of applying such empirical corrections to
the present, dilute model may hold the possibility of quantitatively describing velocity
fluctuations across all volume fractions, hopefully yielding improved continuum
models. We suggest that future experiments and simulations should attempt to
test such connections between dense sedimentation behaviour and the dilute model
presented here. Of course, a number of other effects also need to be further explored,
including but not limited to polydispersity, orientations of non-spherical particles,
non-zero Reynolds numbers, and the breakdown of the time scale separation at
smaller h/d aspect ratios.

From our point of view, the essential conclusion of this work is that the velocity
fluctuations in sedimentation at low volume fractions are extremely sensitive to small
physical effects. The velocity fluctuations are driven by number density fluctuations,
which scale with the square root of volume. However, any external body force
necessarily scales linearly with volume. Hence, the relative external body force
necessary to overcome the fluctuations, if oriented to suppress those fluctuations,
decreases with increasing cell size. The sensitivity of sedimentation to such small
effects, coupled with the inevitable low-Reynolds-number flow dependence on the
long-range properties of the particle distribution and the shape of the container
containing the flow, makes the possibility of a locally generated universal screening
mechanism unlikely.
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Appendix A. Velocity fields and numerical methods with sidewalls
Effects due to the presence of no-slip walls can be studied in an otherwise homo-

geneous sediment via systems with a pair of infinite sidewalls separated by a distance
d along the x-coordinate, with periodic boundary conditions in the other two
dimensions, y and z, of periodic length w and h, respectively. Calculation of the
advection Green’s function in such systems proceeds by Fourier series expansion in

the y and z dimensions, S(r, r0) =
∑

k Ŝ exp{ily + imz}, with the summation over
two-dimensional wavevectors k = (l, m) (not integers). Notating velocity components
by S = (u, v, w) (the Green’s function component w not to be confused with the y-
coordinate periodic length w, different meanings hopefully clear herein from context),
and remaining derivatives with respect to x by subscripts, the incompressible Stokes
equations for a unit upward point force at r0 = (X, 0, 0) become

p̂x/η = ûxx − (l2 + m2)û, ilp̂/η = v̂xx − (l2 + m2)v̂,

imp̂/η = ŵxx − (l2 + m2)ŵ + 1/(Aη)δ(x − X), ûx + ilv̂ + imŵ = 0,

}
(A 1)
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with (û, v̂, ŵ) = 0 along the sidewalls, x = 0, d , and A = wh the cross-sectional
area of the cell. Summing multiples and derivatives to eliminate the velocities via
incompressibility, the pressure equation becomes p̂xx − (l2 + m2)p̂ = (im/A)δ(x − X).
Since the forcing appears via a Dirac delta, it is convenient to solve separately for
the homogeneous solutions to the left and right of the source position, connected by
appropriate jump conditions across x = X. The pressure on each side is a linear
combination of sinh(kx) and cosh(kx), k =

√
l2 + m2, and the velocity boundary

condition at x = 0 gives, on the left,

ûL = A1 sinh(kx) + x[BL cosh(kx) + CL sinh(kx)],

v̂L = A2 sinh(kx) + (ilx/k)[CL cosh(kx) + BL sinh(kx)],

ŵL = A3 sinh(kx) + (imx/k)[CL cosh(kx) + BL sinh(kx)],

p̂L = 2η[BL cosh(kx) + CL sinh(kx)],




(A 2)

with BL = −kA1 and CL = −ilA2 − imA3. The Aj coefficients depend on the source
position X and the wavevector k. Similarly, the boundary condition at x = d gives,
on the right,

ûR = A4 sinh(kx ′) − x ′[BR cosh(kx ′) + CR sinh(kx ′)],

v̂R = A5 sinh(kx ′) + (ilx ′/k)[CR cosh(kx ′) + BR sinh(kx ′)],

ŵR = A6 sinh(kx ′) + (imx ′/k)[CR cosh(kx ′) + BR sinh(kx ′)],

p̂R = 2η[BR cosh(kx ′) + CR sinh(kx ′)],




(A 3)

with x ′ ≡ d − x, BR = kA4, CR = −ilA5 − imA6, and again Aj = Aj (k, X). The A

coefficients are determined by the jump conditions imposed at x =X. The transforms
û, v̂, ŵ, and p̂ are necessarily continuous across the jump. Integrating (A 1), ûx and
v̂x are also continuous, while ŵx and p̂x have finite jumps at x = X: [ŵx] = −1/(Aη),
and [p̂x] = im/A. For given k and X, these jump conditions and (A 2), (A 3) give eight
non-independent linear equations in the six Aj unknowns, the solution for which is
straightforward, albeit tedious, yielding

A1 = im
Xe4kd−kX + [4kd(d − X) sinh(kX) − 2X cosh(kX)] e2kd + XekX

2kAη[e4kd − (4k2d2 + 2)e2kd + 1]
, (A 4)

A2 = lm{(−1 − kX)e6kd−kX + [4kd sinh(kX) + 4k2dX cosh(kX) + (1 − kX

− 2k2d2)ekX + (2 + 2kX + 6k2d2)e−kX]e4kd − [4kd sinh(kX) + 4k2dX cosh(kX)

+ (2 − 2kX + 6k2d2)ekX + (1 + kX − 2k2d2)e−kX]e2kd + (1 − kX)ekX}
/ {2k3Aη[e6kd − (4k2d2 + 3)(e4kd − e2kd) − 1]}, (A 5)

A3 = {(2k2 − m2 − m2kX)e6kd−kX + [4m2kd sinh(kX) + 4m2k2dX cosh(kX)

+ (m2 − 2k2 − m2kX − 2m2k2d2)ekX + (2m2 − 4k2 + 2m2kX + 6m2k2d2

− 8k4d2)e−kX]e4kd + [−4m2kd sinh(kX) − 4m2k2dX cosh(kX) + (4k2 − 2m2

+ 8k4d2 + 2m2kX − 6m2k2d2)ekX + (2k2 − m2 − m2kX + 2m2k2d2)e−kX]e2kd

+ (−2k2 + m2 − m2kX)ekX}/{2k3Aη[e6kd − (4k2d2 + 3)(e4kd − e2kd) − 1]}, (A 6)

A4 = im
kdX(ekd+kX − e3kd−kX) + (d − X) sinh(kX)(ekd − e3kd)

kAη[e4kd − (4k2d2 + 2)e2kd + 1]
, (A 7)
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A5 = −lm{[(1 + kd) sinh(kX) − kX cosh(kX) + k2dXe−kX]e5kd + [(2k2dX

− 8k2d2 − 2) sinh(kX) + 2kX cosh(kX)]e3kd + [(1 − kd) sinh(kX) − kX cosh(kX)

− k2dXekX]ekd}/{k3Aη[e6kd − (4k2d2 + 3)(e4kd − e2kd) − 1]}, (A 8)

A6 = −{[(2k2 − m2 − kdm2) sinh(kX) + m2kX cosh(kX) − m2k2dXe−kX]e5kd

+ [(2m2 − 2m2k2dX + 8m2k2d2 − 8k4d2 − 4k2) sinh(kX) − 2m2kX cosh(kX)]e3kd

+ [(m2kd + 2k2 − m2) sinh(kX) + m2kX cosh(kX) + m2k2dXekX]ekd}
/ {2k3Aη[e6kd − (4k2d2 + 3)(e4kd − e2kd) − 1]}. (A 9)

The resulting advection Green’s function, S(r, r0), can be reconstructed to arbitrary
precision by calculation of the Fourier sums.

The no-net-flow condition in this geometry is expressed in the k = 0 terms, modifying
(A 1) with a vertical pressure gradient: û= 0, v̂ = 0, p̂x =0, and ŵxx +1/(Aη)δ(x−X)+
∇P = 0, where ∇P is a viscosity-normalized pressure gradient driving a backflow. The
k = 0 contribution then becomes ŵL =ALx+ABx(d −x), ŵR = AR(d −x)+ABx(d −x),
where AL = (d − X)/(dAη), AR = X/(dAη), AB = −3X(d − X)/(d3Aη).

The above method of solution yields a doubly periodic (in y and z) incompressible
Stokes solution that obeys the no-slip boundary conditions at the sidewalls term-by-
term in the Fourier sum. The left solution summation is absolutely convergent to the
left of the forcing, the right solution is similarly convergent to the right of the forcing,
with each solution becoming only conditionally convergent along the x =X plane. In
practice, of course, the two-dimensional Fourier sum is truncated at some order, say,
summing over the Nk-by-Nk terms in the Nkπ/w × Nkπ/h rectangle centred at the
wavevector-space origin. This truncation effectively smooths the spatial extent of the
point force. The resulting flow is the incompressible Stokes flow for this smoothed
forcing, and continues to obey the no-slip boundary conditions at the sidewalls. If finer
resolution of the short-range point-force interaction is desired, the smoothing due
to this two-dimensional Fourier representation can be corrected at short ranges into
simple known functional interactions, such as a Stokeslet plus backflow. Additional
short-range interactions, such as those that might approximate an excluded volume
or attractive interactions can be similarly added here by standard particle simulation
techniques. In most of the simulation results presented here, the Fourier-truncated
sidewall point-force solutions were used without additional interactions or short-range
corrections.

The Aj field coefficients above motivate efficient O(N log N ) evaluation (for N

particles, at fixed Nk) by a ‘sort-and-sweep’ algorithm. After an initial O(N log N )
sort of the particle x-positions in a given time step, the first O(N ) sweep starts at the
left wall, looping over the sorted particle index, calculating responses from the total
‘right’ coefficients (A4, A5, A6) of the already-swept sources, then adding the current
sources to the field coefficients before proceeding to the next particle to the right. The
second O(N ) sweep returns from right to left with the ‘left’ coefficients (A1, A2, A3).

The above velocity fields and sort-and-sweep algorithm allows dilute-limit
simulations in cells bounded by a pair of no-slip sidewalls in one dimension, periodic
in the other two dimensions, of up to O(4 × 106) particles on a standard PC or
workstation, with computing times of O(10−1000) hours, depending on the Fourier
truncation Nk and on the long-time nature of the desired quantities. Free-slip container
bottoms and tops are added by simple lowest-order images of the dilute point forces,
which is accurate for heights larger than the cell depth d . While these dilute-limit
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point-force calculations ignore important hydrodynamic effects at higher volume
fractions (as, e.g. handled in the simulations of Brady & Bossis 1988, Ladd 1994 and
Sangani & Mo 1996), the form of the interactions treated here allows the simulation
of far greater numbers of particles, in order to directly address the conjecture that
the correlation length in sedimentation is saturated at a ‘universal’ O(10−20) mean
interparticle spacings.

Appendix B. Vertically homogeneous sedimentation
We detail here a number of ways in which the statistically steady state observed

in our vertically periodic, dilute-limit simulations (§ 3 and Appendix A) are well-
described by an independent Poisson particle distribution. As discussed in § 3, the
swirls observed in the simulations (figure 1) are visually similar to those observed
experimentally (Segrè et al. 1997), with statistically steady velocity fluctuations (e.g.
figure 2) in agreement with the Poisson prediction (2.2) at the same truncation in the
numerical method, with values similar to (2.3). In this Appendix, we demonstrate that
the spatial dependence of the velocity fluctuations, the resulting mean-squared relative
displacements, and higher-order velocity statistics including the fluctuations of the
fluctuations are all in agreement with independent Poisson particle distributions.

Everything below changes when the vertically homogeneity is broken. At
stratifications below the critical stratification, the local particle distribution remains
essentially independent Poisson, and the results below continue to hold. In contrast,
the statistically steady particle distribution is significantly non-Poisson above the
critical stratification. The resulting structure factor, perhaps as modelled in (5.10),
must then be considered in making predictions about the spatial dependence of
the fluctuations or about the fluctuations of the fluctuations. On the other hand,
the mean-squared relative displacements and the resulting hydrodynamically induced
diffusivities should continue to obey D ∼ ��V in a given region provided that the
swirl size � remains significantly smaller than the height over which the stratification
changes appreciably, so that the spatial region accessed by a particle in a swirl during
its lifetime remains sufficiently similar, statistically speaking; otherwise, the fluctuating
particle motions become significantly more complicated.

B.1. Spatial dependence of velocity fluctuations

The spatial dependence of the velocity variance on the interwall coordinate, x, agrees
with the Poisson prediction in vertically periodic systems. Figure 11 compares the
x-dependence of Cα in the simulations and the independent uniform prediction,
with excellent agreement. Figure 11(a) compares the variances of each velocity
component in a simulation of 1 024 000 particles without any time averaging, and
slight quantitative variations from the uniform distribution are notable at this time
instant. When time averaged (as in figure 11b) the agreement is extremely good.

B.2. Mean-squared relative displacements

Figure 12 shows the mean-squared relative displacements of the particles in vertically
periodic simulations as a function of time for different particle numbers and cell
dimensions. Figure 12(a) shows that these mean-squared displacements make a
transition from ballistic to diffusive behaviour at a time that varies according to
the particle number and cell size. Figure 12(b) shows that all of the data collapse onto
single curves for each velocity component when the displacements are scaled by the cell
depth and the characteristic time is scaled by

√
d/n/(aV0). This demonstrates that the

correlation length for the simulations is indeed the cell depth d , and the characteristic
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Figure 11. Comparison of velocity fluctuations observed in 4d = w = h sidewall Nk = 15
simulations (——) with spatial dependence predicted by the independent-Poisson estimate
at the same interaction truncation (�). Observed and predicted values have been scaled by the
predicted midplane value: (a) a single frame from an N = 1024 000 simulation, (b) averaging
over 100 time steps from an N = 128 000 simulation.

Figure 12. Mean-squared relative displacements, 〈�R2〉, in each direction vs. time, �t , for
sidewall simulations at different numbers of particles, N , and cell dimensions L = [d,w, h],
where the parallel sidewalls are separated by the distance d , n= N/(dwh). Simulations are
at truncation Nk = 15 except the 16d = w = h simulation, at Nk = 29, to mimic similar spatial
resolution of the point-force advection fields. (a) Data in units; (b) scaled assuming Caflisch
& Luke (1985) scaling with d as the relevant length scale.

velocity scale changes like V0

√
φd/a, as the independent Poisson distribution predicts.

Necessarily, the effective diffusivity of the particles then scales as the product of the
correlation length, � (with � ∼ d in vertically homogeneous sedimentation), and the
characteristic velocity scale, �V .

B.3. Fluctuations of fluctuations

We define the variance of the velocity variances, σ 2(�V 2) = 〈(�〈�V 2〉N )2〉t , with the
velocity variances determined by averaging over all particles (depth averaging) at
each time step, taking the variance of this random variable as it varies in time. The
determination of �V 2(t) at each time is a sample mean for the true 〈�V 2〉, averaging
over the N individual particle fluctuations. The variance of this sample mean, for
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independent particle responses (as opposed to independent source positions), would
be

σ 2
(
�V 2

α

)
ind.response

=
1

N2

∑
i

[
�

(
V i

α − 〈Vα〉
)2]2

=
1

N

[〈
�V 4

α

〉
−

〈
�V 2

α

〉2]
. (B 1)

The calculation of the velocity variance reduces to an integral over the square of
the flow generated by a single particle, [uα(r, r0)]

2, as in (2.1), with the cross-terms
in the square of the ith particle velocity, V (i), multiplying flows from two different
source particles averaging to zero according to the no-net-flow 〈uα〉 =0 condition
and the independent positions assumption. Likewise, the third moments of the
velocity distributions reduce to an integral over [uα(r, r0)]

3, cross-terms multiplying
contributions from two and from three source particles similarly reducing to zero
for independent particle distributions. Horizontal third moments are then predicted
to be zero by symmetry, while vertical skewnesses, 〈�V 3

z 〉/〈�V 2
z 〉3/2, are expected to

be negative (for downward velocities being negative, that is, skewed towards falling
faster), because of the vertical asymmetry of the generated flows, and are observed to
be O(−0.1) in simulations. Meanwhile, the fourth power of the sum of the individual
contributions to the velocity of the ith particle includes squared cross-terms that
remain under averaging, yielding

〈
�V 4

α

〉
(x) = 3

〈
�V 2

α

〉2
(x) + n

∫
r>a

dr0 [uα(r, r0)]
4, (B 2)

the latter integral, scaling like φV 4
0 , giving a negligible contribution in large cells.

The predicted Pearson kurtosis at a given interwall position is then 3, with the depth-
averaged kurtosis κ = 〈�V 4〉/〈�V 2〉2 when averaging over all particles predictably
deviating above 3 according to the ratio of 〈Cα(x)4〉 to 〈Cα(x)2〉 (2.3).† We note that the
independent-Poisson assumption predicts weakly non-Gaussian velocity distributions,
with non-zero skewness and non-Gaussian kurtosis for depth-averaged statistics in
the presence of sidewalls (cf. theoretical calculations by Tory, Bargiel & Kamel 1993,
quasi-two-dimensional experimental observations of Rouyer, Martin & Salin 1999,
and numerical simulations by Miguel & Pastor-Satorras 2001).

The depth-averaged Pearson kurtosis, relative to the depth-averaged Poisson
prediction, is plotted in figure 13(a) for a series of simulations at different cell
aspect ratios; the Poisson prediction κPoisson is found to be accurate to within a
couple of percent in most cases there. If the particle responses were independent,
σ 2(�V 2

α )ind.response ≈ 2〈�V 2
α 〉2; but while independent particle source positions is a

good assumption for vertically homogeneous sedimentation, the resulting particle
velocities appear as swirl structures (e.g. as in figure 1 and Segrè et al. 1997), the
particle responses being clearly correlated over the length scale of a swirl. We thus
conjecture that σ 2(�V 2) ∼ 〈�V 2〉2/Nswirls where Nswirls is the number of swirls in the
cell. With the small dimension d setting the size of the swirls in a d × w × h cell with
d � w, h, we then expect

σ 2
(
�V 2

α

)
∼

〈
�V 2

α

〉2

wh/d2
. (B 3)

† Again, we remark that comparison with numerical simulations requires truncating the velocity
fields at the same number of Fourier modes as used in the simulation, which is an artifact of the
numerical simulations, having no bearing on the infinite truncation Nk → ∞ limit.
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Figure 13. Higher-order statistics for each velocity component observed in a series of
very long-running simulations at various aspect ratios (d × w × h cells): (a) the depth-
averaged Pearson kurtosis κ = 〈�V 4〉/〈�V 2〉2 relative to its Poisson prediction, κPoisson =
�V 4

Poisson/(�V 2
Poisson)

2 (B 2), (2.3); and (b) the variance of the velocity variance, σ 2(�V 2),
relative to (�V 2

Poisson)
2, compared with a (wh/d2)−1 dashed line (B 3).

Long-running simulations confirm that σ 2(�V 2)/〈�V 2〉2 is independent of the number
of particles, N , and only weakly dependent on the truncation for sufficiently large
values of Nk (roughly, enough to adequately resolve the spatial dependence of flow
fields significantly below the swirl size). Results for the variance of the velocity
variance obtained in a series of simulations at different cell aspect ratios are plotted
in figure 13(b), in reasonable agreement at large aspect ratios with the (wh/d2)−1

scaling proposed in (B 3). Significantly greater quantities of data would need to be
generated to more closely check this dependence.
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